9/17: SC14 Communication Notes

· Update on Lab overview brochure
· Karen sent out the call for content on 9/17
		Instructions:
The goal is an “elevator speech” to introduce yourself, answering questions like who you are among the DOE labs, what do you do in HPC, a highlight or two, how could I get in touch with you or get more information.   This will be useful to booth staff during the conference, and hopefully be available as a handout depending on how many copies we are able to print.  We can also include it on the public web
 
With that in mind, for each lab we would like:
· An image representing your HPC activities, with a very short caption.  This could be the same image you have displayed in large format along the top of the booth, or something different. 
· Approximately 150 words about your lab, HPC at your lab, recent highlights, contact information
· Provide contact information
 
Recall the DOE booth motto:  HPC for a Greener, Smarter, Safer World
And the SC14 motto:  HPC Matters

· John is working on a layout w/ the LBL designers and will send an example of the mock-up to all organizers 

· Data demos and data demo posters
· John is meeting w/ Steve Lee in early Oct.

· Website:
· OLCF’s developer sent some pointers to Beth. She is in the midst of theming the site.

· Collaboration ePosters
· Hubs - Lead ORNL (Jayson)
· Battery
· Nuclear
· Critical Materials
· Fuels from Sunlight
· SciDAC Institutes - LBNL (Jon)
· FASTMath 
· QUEST 
· SUPER 
· SDAV
· Data Demos - Brookhaven (Mike)
· In-Situ/Real-Time, Deep Data Analytics and Scientific Inference
· Analysis and feature detection in large volumes of scattering intensity data from neutron and x-ray diffractometers
· Multi‐Facility Imaging and Analysis Pipelines for Large X-ray Datasets
· Nanostructure Complex Modeling
· Printing BCP Organic PhotoVoltaics and Real-Time Analysis
· Towards a Million Genomes 
· EXDAC ? EXtreme Data Analysis for Cosmology
· Data Processing and Analysis Center with Burst-Capability on Flagship/Leadership Computing Facility
· Granular data processing on HPCs using an Event Service
· Data Science Center
· ASCR Facilities - ANL (Beth)
· ALCF
· OLCF
· Nersc
· ESNet
· [bookmark: _GoBack]Co-Design Centers - Sandia (Karen)
· Exascale Co-design Center for Materials in Extreme Environments (ExMatEx)
· Center for Exascale Simulation of Advanced Reactors (CESAR)
· Center for Exascale Simulation of Combustion in Turbulence (ExaCT)	

A lot of the proposed posters will be from these programs and facilities:
http://science.energy.gov/ascr/research/scidac/scidac-institutes/
http://science.energy.gov/ascr/research/scidac/co-design/
http://science.energy.gov/ascr/facilities/allocation-policy/
https://ornlwiki.atlassian.net/wiki/display/DSDSC/DOE+SC+Data+Science+Centers
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