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Motivation for
Characterizing parallel 1/O

* Most scientific domains are
iIncreasingly data intensive:
climate, physics, biology and
much more

s

* BB-node functior

In Transit, filterin
Stage 2

* Usability enhancements: Caching mode

Stage 1

* |/O acceleration: Striping, reserved /0 bandwidth
* Job launch integration: allocation of space — per job or persistently

» Upcoming platforms include
complex hierarchical

Example visualizations from
the Human Connectome
Project, CERN/LHC, and the
Parallel Ocean Program
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storage systems

*  Administrative functionality
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* Static mapping of compute to BB node
= User responsible for migration of data

How can we
maximize productivity
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The NERSC burst buffer roadmap and architecture, including solid
state burst buffers that can be used in a variety of ways __—.

in this environment?
Argonne
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Key challenges

* Instrumentation:
— What do we measure?
— How much overhead is acceptable and when?

* Analysis:
— How do we correlate data and extract actionable information?
— Can we identify the root cause of performance problems?

* Impact:

— Develop best practices and tune applications ‘
— Improve system software

— Design and procure better systems
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CHARACTERIZING APPLICATION 1I/O
WITH DARSHAN
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. Project began in 2008, first public software
What is Darshan? release and deployment in 2009

Darshan is a scalable HPC |/O characterization tool. It captures an
accurate but concise picture of application 1/O behavior with
minimum overhead.

* No code changes, easy to use

— Negligible performance impact: just “leave it on”
— Enabled by default at ALCF, NERSC, NCSA, and KAUST
— Installed and available for case by case use at many other sites

* Produces a summary of |/O activity for each job, including:
— Counters for file access operations
— Time stamps and cumulative timers for key operations
— Histograms of access, stride, datatype, and extent sizes
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Darshan design principles

* The Darshan run time library is inserted at link time (for static
executables) or at run time (for dynamic executables)

* Transparent wrappers for /O functions collect per-file statistics
« Statistics are stored in bounded memory at each rank

* At shutdown time:
— Collective reduction to merge shared file records
— Parallel compression
— Collective write to a single log file

 No communication or storage operations until shutdown
« Command-line tools are used to post-process log files
Argonne & E(C)P e
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ior (6/29/2017) 10of3

J O B a n a Iys is exa m p I e [iobid: 5598836 [uid: 52352 [ nprocs: 256 [runtime: 4 seconds |

1/0 performance estimate (at the MPI-IO layer): transferred 79456 MiB at 8083.73 MiB/s
I/0 performance estimate (at the STDIO layer): transferred 0.1 MiB at 3.86 MiB/s

Example: Darshan-job-summary.pl i =
produces a 3-page PDF file - f
summarizing various aspects of 1/O T — ek
performance
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Estimated performance

File Count Summary
(estimated by POSIX I/O access offsets)

Percentage of runtime in I/O

ommon Access Sizes

(POSIX or MPI-IO) type | number of files | avg. size | max size

. . access size | count total opened 259 16M 16M

Access size histogram el = B T T
l\;lP[-IO b3 1048576 | 8192 read/write files p o 0

NOTE: MPI-IO accesses are given in created files 226 16M 16M

terms of aggregate datatype size.

Access type histograms

/global/ul/p/pcarns/working/other/nersc-darshan-seminar-2017/./ior/src/ior -f ior-uniq.conf

.

File usage ™

Argonne & E£(CP
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SYSTEM analysis example

» With a sufficient archive of
performance statistics, we can
develop heuristics to detect
anomalous behavior

» This example highlights large jobs that spent a
disproportionate amount of time managing file
metadata rather than performing raw data transfer

= Worst offender spent 99% of 1/O time in
open/close/stat/seek

» This identification process is not yet automated,;
alerts/triggers are needed in future work for greater
impact

Carns et al., “Production I/0O Characterization on the Cray XEG,” In
Proceedings of the Cray User Group meeting 2013 (CUG 2013).

8 ATPESC 2017, July 30 — August 11, 2017 8

Example of heuristics applied to a population of
production jobs on the Hopper system in 2013:

JOBS IDENTIFIED USING METADATA RATIO METRIC

meta_time / nprocs > 30 s
nprocs > 192
metadata_ratio > 25%

Thresholds

Total jobs analyzed 261,890
Jobs matching metric 252
Unique users matching metric 45
Largest single-job metadata ratio > 99%

Znﬁ s metadata_time

n=1

Znﬁ ‘S metadata_time + I0_time

n=1
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Snyder et al. Modular HPC 1/O Characterization with Darshan. In Proceedings
of 5th Workshop on Extreme-scale Programming Tools (ESPT 2016), 2016.

Performance:
function wrapping overhead

» What is the cost of interposing Darshan 1/O instrumentation wrappers?

* To test, we compare observed |/O time of an IOR configuration
linked against different Darshan versions on Edison

* File-per-process workload, 6,000 processes, over 12 million
Lr;strumented calls

T . (note that the Y axis labels start at 40)

__or o 7 Type of Darshan builds now

€ o5 _ — -% deployed on Theta and Cori

§ 60 |-

@ 55| == —— Why the box plots? Recall

§ 50 | observation from this morning that

= a5 L variability is a constant theme in
40 | | HPC 1/O today.

No Darshan Darshan Darshan —_

—

Darsh 2.3.0 3.1.0 3.1.0-
erenen " Argonne & E(C)P s
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Performance: shutdown overhead

* Involves aggregating, compressing, and collectively writing 1/O
data records

* To test, synthetic workloads are injected into Darshan and resulting

shutdown time is measured on Edison

single shared file file-per-process

g 3 . : : g 7 . : !
g cE el — o[ Bmma :
8 251 porcnenasans.1o ] & _| Darshan 3.1.0-mmap —é
[} 2 L _ @ — —
E £ 4l —$ =
€ 15| - %
--'3 B 3 _é $ -]
S 1 - S
G 7 2 - l _#— == 7
§ o5 - 8 1} e i
g ) 4 _— — L e — == § 0 I I 1 I I
Q 2400 4800 7200 9600 12000 2400 4800 7200 9600 12000
Number of processes Number of processes
Near constant shutdown time of Shutdown time scales linearly with job size:

~100 ms in all cases 5-6s extra shutdown time with 12,000 files

Argonne @ E(C
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USING DARSHAN IN PRACTICE

Argonne &




Typical deployment and usage

» Darshan usage on Mira, Cetus, Vesta, Theta, ] |
Cori, or Edison, abridged: Currently Looded Hoduleriles:

2) nsg/1.2.0
3) intel/17.0.2.174

- Qun your JOb 4) craype-network-aries
5) craype/2.5.7
6) cray-libsci/16.09.1

— If the job calls MPI_Finalize(), log will be stored in 7) udrea/2.3.2-7.54

8) ugni/6.0.15-2.2

DARSHAN_LOG_DIR/month/day/ B oo o e
11) gni-headers/5.0.11-2.2 i

— Theta: /lus/theta-fsO/logs/darshan/theta A TICEN - L gfeconed-2.38

14) dvs/2.7_2.1.68 _g779d71a-1.0000.779d71a.2.34
15) alps/6.3.4-2.21

— Use tools (next slides) to interpret log 16) rca/2 1.6 arc60fbr-2.265

17) atp/2.0.3
18) PrgEnv-intel/6.0.3

. T ” £ Ma
 On Titan: first ey P tacwe T

21) cray-mpich/7.4.4
2\ =1 4+d 7/ n

23) darshaﬁ/3.1.4

* Links to documentation with details will be

given at the end of this presentation -
Argonne S =g
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Generating job summaries

* Run job and find its log file: Job id

pcarns@cori07:~/working/other/nersc-darshan-seminar-2017>—sbatcir tor -shared.sh
Submitted batch job 5598961 ]
pcarns@cori@7:~/working/other/nersc-darshan-seminar-2017> 1s /global/cscratchl/s Corresponding

d/darshanlogs/2017/6/29 |grep 5598961 Iog flle in today’s
pcarns_ior_1id _6-29-62551-10312342380485257913 _1.darshan

directory

il < Copy out logs

— List logs

Load “latex” module,
(if needed)

Generate PDF

—
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First page of summary

ior (6/29/2017)

[ jobid: 5598836 [uid: 52352 [ nprocs: 256

| runtime: 4 seconds

1/0 performance estimate (at the MPI-10 layer): transferred 79456 MiB at 8083.73 MiB/s
1/0 performance estimate (at the STDIO layer): transferred 0.1 MiB at 3.86 MiB/s

Average 1O costper process

Percantage of run sme

Reaq wm—

Wite S

Metadata sem—

Quher {including appiication compute) wemes

POSIX Acoess Sizes

Count (Total,

Read mmmmm  \Write fossem

Most Common Access Sizes

§

VO Operaton Counts

Common questions:

Read Wite Open Stat Seek Mmap Fsync

POSIX mm—
MPL-IO Indep. s

MPI-IO Access Sizes

MPI-10 Coll

—
STDIO wemmn

File Count Summary
(estimated by POSIX I/O access offsets)

(POSIX or MPI-IO) ype

access size | count
POSIX 1048576 | 8192
MPI-IO § 1048576 | 8192

tl\O'l‘li; MPLIO accesses are given in created files

number of files | avg. size | max size

total opened 259 16M 16M
read-only files 33 16M 16M
write-only files 226 16M 16M
read/write files 0 0 0
226 16M 16M

terms of aggregate datatype size.

Did | spend much time performing 1O?
What were the access sizes?

How many files where opened, and
how big were they?

,-_—\

/global/ul/p/pcarns/working/other/nersc-darshan-seminar-2017/./ior/src/ior -f ior-uniq.conf
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Second page of summary (excerpt)

Timespan from first to last read access on independent fles (POSIX and STDIO)

224 .
192 b t :
l Common questions.
128

o |

e |

32

0

00:00:00 00:00:00 00:00:01 00:00:01 000002 00:00:02 00:00:03 000003 00:00:04 . . . . .

et . ere in the timeline of the execution did ec
span from first 1 last write access on independent fles (POSIX and STDIO)
- rank do 1/O?
| |
192
160 ¢
128 -
=

- i=

“r =

a2 gt

0 . G N .

00:0000 00:0000 00,00 00:00.01 0000 00,00 00:000: 0000 00:00:04

hours:: - SE00MN

There are additional graphs in the PDF file with increasingly detailed information.
You can also dump all data from the log in text format using “darshan-parser”.

Py
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TIPS AND TRICKS: ENABLING ADDITIONAL DATA
CAPTURE
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What if you are doing shared-file |0?

Timespan from first to last read access on

independent files (POSIX and STDIO)

224
192
160
128 |

96 |-

64 |

32+

0 L N N N L
00:00:00 00:00:02 00:00:04 00:00:06 00:00:08 00:00:10

ours:minutes:seconds
Timespan from first to last write access on independent files (POSIX and STDIO)

192 |
160

54 5

32+

0 1 1 1 1 1
00:00:00 00:00:02 00:00:04 00:00:06 00:00:08 00:00:10

urs:minutes:seconds
Tim: m iles shared by all processes (POSIX and STDIO)
(] —

v

Q

:

s

<
00:00:00 00:00:02 00:00:04 00:00:06 00:00:08 00:00:10

17 ATPESC 2017, July 30 — August 11, 2017

ours:minutes:seconds

17

= Your timeline might look like this

* No per-process information available
because the data was aggregated by
Darshan to save space/overhead

" |s that important? It depends on what
you need to learn about your
application.

— It may be interesting for applications
that access the same file in distinct
phases over time

Py
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What if you are doing shared-file |0?

Timespan from first to last read access on independent files (POSIX and STDIO)

224
192 |
160 |
128 |
96 |
64 }
32t

0 . .
00:00:00 00:00:01 00:00:02

00:00:03 00:00:04 00:00:05

00:00:06 00:00:07
hours:minutes:seconds

Timespan from first to last write access on independent files (POSIX and STDIO)

224
192
160 |
128
9
64 |
32t

DARSHAN_DISABLE_SHARED_REDUCTION=1

0
00:00:00 00:00:01 00:00:02

- Ntripe_medium $SCRATCH/ior
00:00:03 00:00:04 00:00:05 00:00:06 00:00:07 - . ® .
hours minutes:seconds srun -n 256 ./ior/src/ior -f ior-shared.conf

Timespan from first to last access on files shared by all processes (POSIX and STDIO)

read
Write  s—

= Set environment variable to disable shared file
reductions

All processes

_|I = Increases overhead and log file size, but provides
hours :minutes:seconds per—rank info even On Shared fiIeS

.
—

Argonne & E(CP s
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Detailed trace data

19 A

DXT_ENABLE_IO_

TRACE

stripe_medium $SCRATCH/1or

nnnnn

pcarns@cor112:~/working/other/ner5c—darshan—Seminar72017/logs> darshan-dxt-parser pcarns_ior_id
5599892 6-29-65443-4368632872761953932_1.darshan l

DXT, file_id:
DXT, rank: ©, hostname:
DXT, write_count:
DXT, mnt_pt:

DXT, Lustre stripe_size:
DXT, Lustre OST obdidx:
25 137 47

# Module
X_POSIX
X_POSIX
X_POSIX
X_POSIX
X_POSIX
X_POSIX

Rank

/3 r\r‘l’z‘rr/ A
- =17

16,

Wt/Rd
write
write
write
write
write
write

=4

£ lor-shared.conf

11542722479531699073,
nid0e511
read_count:
/global/cscratchi,
1048576,
49 185 115

Segment

fs_type:

file_name:

16

lustre

Lustre stripe count: 24

7 135 3 57 95 43 27 191 1 163 51 15 153 187 55 151

Offset
0
1048576
2097152
3145728
4194304
5242880

Length
1048576
1048576
1048576
1048576
1048576
1048576

Start(s)

0.
.8267
.9843
.0189
.0250
.0319

7895

/global/cscratchl/sd/pcarns/ior/ior.dat

End(s)
.8267
.9843
.0189
.0250
.0319
.0459

» Set environment variable to enable “DXT” tracing

» This causes additional overhead and larger files, but
captures precise access data

» Parse trace with “"darshan-dxt-parser”

Feature contributed by
Cong Xu and Intel's High
Performance Data Division

Cong Xu et. al, "DXT:
Darshan eXtended Tracing",
Cray User Group Conference

2017
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DARSHAN FUTURE WORK
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What’s new?
Modularized instrumentation

Snyder et al. Modular HPC I/O Characterization with

* Frequently asked question:
Can | add instrumentation for X?

 Darshan has been re-architected as a

Darshan. In Proceedings of 5th Workshop on Extreme-
scale Programming Tools (ESPT 2016), 2016.

Application

HDF5

MPI-10

POSIX 1/0

FS| OS

job name POSIX MPI-IO HDF5 Lustre

record records records records records records

modular framework to help facilitate this, ¢ |
starting in v3.0 col
reduce /
compress / header
write —_:> E

!

1 1 f !

Argonne &
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Darshan Module example

File-based Instrumentation | | System Instrumentation

POSX BlueGene
MPI-IO | Cray XC

Alternative Data Model
Instrunmentation

Darshan Core Routines

Conrpression,
Agreggtion, and
Storage

Self-describing File
Formet

22 ATPESC 2017, July 30 — August 11, 2017

* We are using the modular
FregareiAcces framework to integrate more data
g sources and simplify the
& connections between various
% components in the stack

* This is a good way for
collaborators to get involved In
Darshan development

Argonne & E(C)P e
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The need for HOLISTIC characterization

* We've used Darshan to improving application productivity with case
studies, application tuning, and user education

» ... But challenges remain:
— What other factors influence performance?
— What if the problem is beyond a user’s control?
— The user population evolves over time; how do we stay engaged?

Py

Argonne & E(C)P e

23 NATIONAL LABORATORY

23 ATPESC 2017, July 30 — August 11, 2017




“| observed performance XYZ. Now what?”

* A climate vs. weather analogy: It is snowing in Atlanta, Georgia.
Is that normal®? v

* You need context to know:
— Does it ever snow there? *
— What time of year is it?
— What was the temperature yesterday?
— Do your neighbors see snow too?
— Should you look at it first hand?

* |t is similarly difficult to understand a single application performance
measurement without broader context. How do we differentiate
typical 1/0O climate from extreme I/O weather events?

P

Argonne & E(C)P e
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Characterizing the 1/0 system

* We need a big picture view
* No lack of instrumentation  Exanple nstumertaton oo

Ui, Col=zt Darshan, IPM, . IBfabric | o gy - DDNTool, DirectMon, lostat -

methods for system PCTONRWR  Recomerlom  counEs
components...

— but with divergent data formats,
resolutions, and scope

—J [~

ﬁl[
D |

Auxilliary Nodes
(Login, Wide area, efc.)

Py

Argonne & E(C)P e
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https://www.nersc.gov/research-and-development/tokio/

Characterizing the 1/0 system

* We need a big picture view

* No lack of instrumentation i smarwssientock:
MopColectd Dahan PM, | BENC L\t ooy Dieaion los

methOdS for SyStem Procmon,RUR = Recorder,lota ~ counters - Tt o
components...

— but with wildly divergent data
formats, resolutions, and scope

* This is the motivation for the e o s
TOKIO (TOtal Knowledge of  ~_ ™ /
1/O) project: i

(Login, Wide area, e

— Integrate, correlate, and analyze
/O behavior from the system as a
whole for holistic understanding

26 ATPESC 2017, July 30 — August 11, 2017
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The TOKIO project is a collaboration between LBL and ANL

TOK'O Strate Pl: Nick Wright (LBL), Collaborators: Suren Byna, Glenn Lockwood,
gy William Yoo, Prabhat, Jialin Liu (LBL) Phil Carns, Shane Snyder, Kevin

Harms, Zach Nault, Matthieu Dorier, Rob Ross (ANL)

* Integrate existing best-in-class instrumentation tools with help from
vendors

* Index and query data sources in their native format
— Infrastructure to align and link data sets
— Adapters/parsers to produce coherent views on demand

» Develop integration and analysis methods

* Produce tools that share a common interface and data format
— Correlation, data mining, dashboards, etc.

Py

Argonne & E(C)P e
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UMAMI example

= UMAMI is a pluggable dashboard that displays the , ,
/0 performance of an application in context with Historical samples (for a

system telemetry and historical records given application) are
plotted over time

50 1 /=
Jop perf(oéirgfsrécce) 25 w | |
—
o oss o] e Box plots relate current
. . aXx
Each metric is shown 220 501 M } \ / values to overall

In a separate row —_| 1001 - variance
Space used on M —
fullest OST (%) ——
75 - e S
Coverage Factor 1.0 WW_- —Q_T 1
0.8 1— . . | ; | | 1 : .
LN - TN U\ BN RN - IUENC N =\
A (CP e
28 ATPESC 2017, July 30 — Au 1, 2017 PROJECT
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UMAMI example

» Broader contextual clues simplify interpretation of

unusual performance measurements

Performance for this job
IS higher than usual

50 1 T=—=9==1-
Job performan .
o P GiBlee) 25 w ] Server CPU load is low
1001 : __— after a long-term steady
Max OSS CPU .
System background 024 (%) 50 M climb
load is typical _ 100- —
751 TR
— S~ Corresponds to data
Coverage Factor *° ] WT‘“ purge that freed up disk
0.8-1, ] 6‘. : blocks
Ve Moo e O et gt gt > et P
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Hands on exercises

https://xgitlab.cels.anl.gov/ATPESC-10/hands-on-2017

* There are hands-on exercises available for you to try out during the
day or in tonight’s session

— Demonstrates running applications and analyzing |I/O on Theta
— Try some examples and see if you can find the 1/O problem!

* We can also answer questions about your own applications
— Try it on Theta, Mira, Cetus, Vesta, Cori, Edison, or Titan

— (note: the Mira, Vesta, and Cetus Darshan versions are a little
older and will differ slightly in details from this presentation)

Argonne & — P s
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Next up!

* This presentation covered how to evaluate |/O and tune your
application.

* The next presentation will walk through the HDF5 data management
library.

Argonne & E(C)P e
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