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Application landscape

Argonne’s mission: science-based solutions to pressing global challenges through
discovery and transformational science and engineering...

World-leading Discovery Leadership Fundamental Materials &
hard x-ray science for computing and physics and systems

sciences and energy computational accelerator engineering
sources ecosystem capabilities solutions
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Artificial Intelligence for science
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Accelerate scientific discovery - -







Machine Learning

Unsupervised learning Supervised learning
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Supervised learning
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Artificial Intelligence (AI) pioneer Nvidia has announced it will train 100,000
developers in "deep learning" to bolster health care research and improve
treatment in diseases like cancer.
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Intelligent Machines

Why Google’s CEO Is Excited

About Automating Artificial
Intelligence

Al software that can help make Al software could accelerate
progress on making computers smarter.

by Tom Simonite  May 17,2017
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Bias variance tradeoff

Low Variance High Variance
(Precise) (Not Precise)

Set of all possible
functions
in the universe

Low Bias
(Accurate)

. Considered
function family F

High Bias
(Not Accurate)

* Learning algorithms seek to reduce bias and variance in a different way
* No free lunch: no single algorithm will work well on all data set




AutoMOMML: Automatic Multi-Objective
Modeling with Machine Learning

Training data

g Correlation Balanced
Preprocessing > analysis ; sampling

Input Input Model

Importance > selection > selection I

Testing data Multi-objective
models

13



Mapping problem in HPC

Volta with Stacked DRAM

Diverse architectural landscape

Knights Landing

How to map?

B o™ 8 Ty TR
4 f .‘f:\"”‘”"”'b
? o Tl ) ’)
e T ”';’ 5 |

-@iﬁ

Diverse application landscape
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Performance modeling in HPC
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Insights on important knobs that impacts performance
Avoid running code configuration on the target machine
Help prune large search spaces in performance tuning
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AutoMOMML for HPC

j Correlation 5 Balanced
Preprocessing > analysis sampling

Model

Input Input >
Importance > selection

selection

Testing data Multi-objective
models

Balaprakash et al., AutoMOMMIL: Automatic Multi-Objective Modeling with Machine Learning, 2016
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Balanced sampling

response=cpi response=dram_0_power
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Over-sampling to avoid bias in the training points
= Training points are sampled repeatedly from low-frequency ranges




Input importance via random forest

response=dram_0_power response=cpi

Random forest’s permutation accuracy for input importance

Randomly permute the values of a parameter to check the impact
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Model-based input selection

response=dram_0_power response=cpi
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Recursive feature elimination

RMSE reduction becomes insignificant after a certain number of inputs




Hyperparameter tuning

Unevaluated parameter configurations

iterative refinement improves model performance
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Model selection

response=dram_0_power response=cpi
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t-test establishes different model combinations based on given output







AutoMOMML
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Simulation campaign reduction
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36,000 simulations




Simulation campaign reduction




Simulation campaign reduction
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Simulation campaign reduction
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Moawad et al., Novel large scale simulation process to support DOT's CAFE modeling system 2015, 23016




Restaurant violation in Chicago

Data Set Name Data Set Size Number of Variables
Business Licenses 470994 31

Food Inspections 97432 16

Crime 27600 2

Garbage Cart Complaints 27600 2

Sanitation Complaints 27600 2

Weather 1307 5

Sanitarian Information 67497 7




Restaurant violation in Chicago
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Restaurant violation in Chica

Comparing cummulative scores
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= + = Business as usual
= 1 = Data Driven approach
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Dates

Predict violations 7.8 days in advance
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Summary
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