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Some thoughts on debugging

* As soon as we started programming, we found out to our surprise that it wasn’t as easy to get
programs right as we had thought. Debugging had to be discovered. I can remember the exact
instant when I realized that a large part of my life from then on was going to be spent in finding
mistakes in my own programs.

— Maurice Wilkes

¢ Debugging is twice as hard as writing the code in the first place. Therefore, if you write the code
as cleverly as possible, you are, by definition, not smart enough to debug it.

— Brian W. Kernigan

*  Sometimes it pays to stay in bed on Monday, rather than spending the rest of the week debugging
Monday’s code.

— Dan Saloman
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Rogue Wave's Debugging Tool

TotalView for HPC

* Source code debugger for C/C++/Fortran
— Visibility into applications
— Control over applications

* Scalability

* Usability

* Support for HPC platforms and languages
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TotalView Overview
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Mid-1980’s Bolt, Berenak, and Newman (BBN) Butterfly Machine
An early ‘Massively Parallel” computer
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How do you debug a Butterfly?

» TotalView project was developed as a solution for this environment
— Able to debug multiple processes and threads
— Point and click interface
— Multiple and Mixed Language Support

« Core development group has been there from the beginning and have
been/are involved in defining MPI interfaces, DWARF, and lately OMPD
(Open MP debugging interface)
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Other capabilities added

« Support for most types of MPI

« Lightweight Memory Debugging

+ Type transformations — STL and user containers

* Memscript and tvscript

* Reverse Debugging - only on Linux x86-64

+ Remote Display Client

* GPU debugging

* Intel Xeon Phi — Including KNL

* Most popular platforms, Linux, Mac, Solaris, AlX... but not Windows
- ARM64

* Python Debugging support — currently in progress

EE Roguewave © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Key TotalView Features

* Multi-process and Multi-thread debugging
* Interactive Memory Debugging

* Reverse Debugging

* Unattended Debugging

* Remote Display Client

* CUDA Debugging

» Xeon Phi Debugging

Serial, Parallel and Accelerated applications
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Multi-process and Multi-thread Debugging

Supports/Supported by most MPI flavors

— Automatic process acquisition across nodes with lightweight debug
servers in an MRNet tree configuration

— Can attach to a running MPI job

Support for OpenMP and pthreads
— Ability to hold and control individual threads

Mixed Multi-process and Multi-threaded programs

Breakpoint control on the Group, process and thread level

EE Roguewave © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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TotalView’s Memory Efficiency

* TotalView is lightweight in the back-end (server)
¢ Servers don’t “steal” memory from the application

* Each server is a multi-process debugger agent

— One server can debug thousands of processes

— Not a conglomeration of single process debuggers

— TotalView’s architecture provides flexibility (e.g., P/SVR)

— No artificial limits to accommodate the debugger (e.g., BG/Q +R/CN)
* Symbols are read, stored, and shared in the front-end (client)

* Example: LLNL APP ADB, 920 shlibs, Linux, 64 P, 4 CN, 16 P/CN, 1 SVR/CN

Process VSZ (largest, MB) RSS (largest, MB)
TV Client 4,469 3,998
MRNet CP 497 &
TV Server 304 33

=RogueWave 10
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Memory Debugging

How do you find buffer overflows or memory leaks?

Runtime Memory Analysis : Eliminate Memory Errors
— Detects memory leaks before they are a problem

— Explore heap memory usage

Features

— Detects
*  Malloc API misuse
*  Memory leaks
*  Buffer overflows
— Low runtime overhead
— FEasy to use
*  Works with vendor libraries
*  No recompilation

*  No instrumentation
*  Link against HIA for MPI
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Reverse debugging

+ How do you isolate an intermittent failure? D

Start Page % | combined. o %

- Without TOtalVleW, Processes & Threads %
Set a breakpoint in code 000 ==
. Description #P #T ¥ Members
* Realize you ran past the problem v R
. Re-load Stopped 1 1 pl gg
+  Set breakpoint earlier el
111 1 pLl ;i
*  Hope it fails %
*  Keep repeating z:
—  With TotalView
.
*  Start recording -
X 45)
e Set a breakpoint "

*  See failure

*  Run backwards/forwards in context of failing execution

— Reverse Debugging
* Re-creates the context when going backwards
*  Focus down to a specific problem area easily

*  Saves days in recreating a failure

do_parallel = 1;
main(int argc, ¥argy)

str=( *) malloc(100);
strepy( str, "Hell 1 ;

arrays();
diveinall();
printf( "ws\n", str );
arr_longs(7] = {1,2,3,4,5,16,32};

pthreads_loop() ;

derived class();
stl_view();

user_templates();
trap_exception();

exit(1);
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Unattended Debugging

Memscript and Tvscript

* Command line invocation to run Total View and Memoryscape unattended

* tvscript can be used to set breakpoints, take actions at those breakpoints and
have the results logged to a file. It can also do memory debugging

—  tvscript —create_actionpoint “method1=>display backtrace show arguments” \ -create actionpoint “method.c#342=>print x” myprog —a dataset 1

* memscript can be used to run memory debugging on processes and display
data when a memory event takes place. Exitis ALWAYS an event

MemSCI‘lp -event_action \ "alloc_null=list_allocations,any event=check guard blocks” \

-guard blocks -maxruntime "00:30:00” -display_specifiers \ "noshow_pc,noshow_block address,show_image”\
myProgram -a myProgramArgl

Memscript data can be saved in html, memory debug file, text heap status file

EE Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Remote Display Client (RDC)

* Push X11 bits and events across wide networks can be painful. The RDC can help

Figure 17 — Remote Display Components

Windows, Linux Client TotalView Debugger Remote System

3 |
2 = = = == s
Remote Display - |
Client N
Latich Launch TV | - Remote Launch TotalView
2 over SSH o«  Display Debugger /
\ Connection | f Server MemoryScape
External ¢
Remote Display Viewer —l— SSH
Host E
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The RDC setup

Session Profiles: 1. Enter the Remote Host to run your debug session:

perseid
vesta

= Rogue

wave

F T WARE

2. As needed, enter hosts in access order to reach the Remote Host:
Host Access By

E ‘i LK Remote Host: vesta.alcf.anl.gov User Name B: thompson

Access Value

Advanced Options

Commands

!

User Namem

2

Arguments for TotalView:
Your Executable (path & name): runjob

Submit Job to Batch Queueing System: Custom

User Name! 3]

3. Enter settings for the debug session on the Remote Host :

MemoryScape

Path to TotalView on Remote Host: [soft/debuggers /totalview/bin/totalview

Arguments for Your Executable: _p 1 --np 512 --block ${COBALT_PARTNAME} : ALLc2

4. Enter batch submission ings for the R

Submit Command: gsub

Script to execute via Submit Command: ./tv_PBS.csh

Host :

> Launch Debua Session

Additional Submit Command Options: -q ATPESC2015 -t 60 -n 512 --mode script -0 LOG

= RogueWave
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TotalView for the NVIDIA ® GPU Accelerator

"we O saxpy_cuda

File Edit View Group Process Thread Action Point Debug Tools Window

O ®]

Help

Group {(Control} / D " - I’ 5 ‘g Q @ Qf i‘g ?} %

Go Halt Kill Restart |Next Step Out Fun To

GoBack Prev UnStep Caller: BackTo Live

]

Physical | Device: |0 48M: 0 ),Narp: 0 ‘)Lane: 0 ‘)

i_cuda (At Breakpoint 1) =

HHHH Thread -1 (<<<(16,0,0),¢0,0,03>>>): @TEMPECUDAR,saxpy_cuda.Bdf39e39 (At Breakpoint 1) JMMMHHE o

Stack Trace Stack Frame

saxpy_parallel,

Device:
SM/WP/LN:
n:

a:

x: 0x200200000 -> 0
0x200300000 -> -1

0/0/0 of 14/48/32
0x00040000 (262144)
2

v
Block "$h1"
1z

FP=fffcal |3 ||Function "---parallel<<<(1024,1,1), (256,1,1)>>> -]T
0/2

*  NVIDIA CUDA 6.5, 7.0, 7.5, 8.0 — (testing 9.0)
Features and capabilities include

—  Support for dynamic parallelism

Support for MPI based clusters and multi-card

height int
stride. int
elements float @global

int main(int argc, char* argv([])

44 // For time measurements
45 double tiStartl, tiStopl, tiStart2, tiStop?Z
46 double timeCPU. timeGPU. timeGPU kernel:

0x00000014 (20) —_
0x0000003¢ (60)
0x00110000 -> 0

0x00001000 (4096) conﬁgurations
Registers for the frame:
i i . . —
i Function saxpy_parallel in saxpy.cu fea ] L= — Flexlble DlSplay a,nd NaVIgatIOIl on the CUDA
printf ("Test FAILED\R"); \ Al
exit(-1); } device
7 Eﬁgﬁem‘e’l.isu\;ction arallel (unsigned int Elo £t View Tooks Mindow ﬂel:r 1 1
pobal_ void sxpy p o R EEIEIEXEY *  Physical (device, SM, Warp, Lane)
unsigned int i = blockIdx. x*blockDim.x + Expression: A Address:| 0x00000010
i G Type:  @parameter const Katrix ] 1 1
* Y[(;]<=n)aix[i] + ylils Field | %’ype |value ]| ‘ LOglcal (Grld’ BIOCk) tuples
, width int 0x0000003c (50)

CUDA device window reveals what is running
where

Support for CUDA Core debugging

.
Act.ion Points] Prgcasses] Th;eads] LN S i .
1 saxpy. cu#36 saxpy_parallel+0x88 3 Leverages CUDA memcheck

Support for OpenACC

= RogueWave
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TotalView for the Intel® Xeon Phi™ coprocessor

Supports All Major Intel Xeon Phi Coprocessor Configurations

¢ Native Mode

With or without MPI

e Offload Directives

Incremental adoption, similar to GPU

*  Symmetric Mode

Host and Coprocessor

*  Multi-device, Multi-node

e Clusters

*  KNL Support — Just works like a normal node

— AVX2 support being added

User Interface
*  MPI Debugging Features

Process Control, View Across, Shared Breakpoints

*  Heterogeneous Debugging

Debug Both Xeon and Intel Xeon Phi Processes

Memory Debugging

*  Both native and symmetric mode

File Edit View Tools Window Help |
=|_In/| Rank | Host |_status | Description |
&1 <local> R /opt/intel/composerxe/Sample

P11 <local> R in main
A2 <local> R in __pell
1.3 <local> R in __ _poll
14 r in pthread_cond_wait
=2- 92 1 /co 1
2.1 192.168.1. 1(R in sem_wait
L2 8 192.168.1. 1(B6 in compute07
- 2.3 192.168.1. 1(R in __poll
2.4 192.168.1. 1(R in pthread_cond_wait

File Edit View Group Process Thread Action Point Debug Tools Window

Group (Comtrol) D mmE » 5 <3 4 @ «d . 1 &
Co Halt Kill Restart|Next Step Out Run To|Record GoBack Prev UnStep Galler Bac

T Thread 2 (139985823807232) (At
ace

Stack Frame

FP=7f50fddc2dF0 T‘rFum:txun “compute07 "

- conpute0? .
ar_regionl_2_39. FP=7f50fdddz
s

T L_sample07_76. F0x7FB0FAAd27EA > 041400000 109¢| |

0300000010 (16>
0%00000010 (16>

Local variables:
it

ZCOISinkP.
i rocessMessages. FP=7F50fddcide]
3 = for the frame:
A - FP=7f50fddc2f 30
lone. FP=7F50fddc2f 38

_clone. 754 <1
Skt onobo00010- (16>
¥ /r:x 0x7f50fd4d2754 (133835323303220) “g
Function Conpute07 iR SERPLeCOT.c Ea
(=) gnr €i=0: i<s: i++)
51
92| arrayllil = plil:
93 3
34
95  #ifdef __MIC__
96/ retval = 1:
97 #else
98 retval = Oz
33 wendif
100
101 /2. Return 1 4f array initialization was done on target
102 return retw:
103 3
104
105 __attribute__{({target(mic)}} void computeld7 (int* out. int size)
106
107 int i
108
for (i=0: i<size: i++) [
FEv Cil Cil
111 outlil = arraytlil=2:
iz 3
74

3
2.3 (1399858344dd5dd) R
2.4 <

o1l
139985842837248) R read_cond_uait

S O F T WARE
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Knights Landing Memory

KNL has on-board high bandwidth memory (MCDRAM) which can be accessed much
faster than going out to main memory.

— Cache
— Explicitly managed for placement of frequently accessed data

+ MemoryScape will be able to track allocations made both the standard heap and the on-
chip HBM

+ Optimization may include making sure that the right data structures are available to the
processor in HBM

— MemoryScape can show you data structure usage and placement
«  KNL machines online - right here! Let’s test this...

:_:E Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved. 1 18
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TotalView — Next Generation
What’s New?



Linux OpenPower (LE) support with
GPU

«  Support for OpenPower (Linux power LE)
— All major functionality
— Support for CUDA Debugging on GPU Accelerators

« Currently working with IBM and Lawrence Livermore to support
the CORAL systems (Power 8 nodes with 4 Nvidia PASCAL
cards)

EE Roguewave © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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New Ul Framework — aka CodeDynamics

Reveloper  fle  Window

Group (Contrat)

Rogue Wave

"

x

L #T ¥ Members

= wait_a_while

Select process or thread attributes to group by

= Breakpoint 4 4 pl-4
= select 4 4 p2-3.1. p1.2.

1z 1 1 pL.2

21 1 1 p2.1

ER Y 1 1 p3l

43 1 1 P43

Share Gr

Hostname

W Process State
Thread State
[
Source Line

W Function

[ Action Fomt ID

Replay Mode

StatPage ®  tx_fork loop.cxx X | tx_fork_laop.cxx X | __select X Calt Stack *
‘ [ (do_segy & me == do_segy_index| —elect
{
timeval timeouts @D |wait a_whiie
bad addr ;
*foo; @ snore
nar;
671 wait_a while |Stimecut); @D rorker
672 bad_addr = -3;
673 too = ( *)bad_addr; @D fork_wrapper
6 bar = *foo;
675 *foo = bar + 1; @D main
}
678 _libc_start_main
4 ( start
* timewal timeout; ~san
601 wait_a while |&timecut);
6u2 t (verbose)
683 prantf {“Thres ke 1 e "o (Long){pthread selfl})):
684 I (use mut)
686 ('please shut up)
{
alpha] && !defined(_linux)
printe [*Tr > v fortie 1 arg volg = 0x00000000
{pthread_t(pthread self()]-=_ sequence),
Long(pthread selt())]; v Block §blzsnz
#elif AIX - timeout struct timeval  [struct timeval)
printf (°T) i o T W e P | ) (thread self{))):
[ ¥else 2 i B v Block $bl
| printf 71 ¥ ) i1 ¥ fe 2
| 6% long(pthread_self())1: e int 0x00000000 {0}
gendit
) old_ticket it xeHT (1)
699 ttlush (stdout);

Action Points

x

ticket int

0x00000000 {0}

v

Type fie | une

1 com.roguewave totalview breakpoint tx_fork_loop.cxx 564

bid/beacon/inux-x86-64/ubunt

hit breskpoint 1 st Line

hit breakpoint 1 at line

Thread 4.1 hit breakpoint 1 at line

2.3 hit breskpoint 1 at line

hread 1.1 hit breskpoint 1 at line

val®)*

te

a

a

a

i)

while{time
while(time
while{time
while{tine

while{time

= RogueWave
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Python Support

* Recently added to add in debugging mixed language programs
— Still in development stages, but a good start

EE Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Calling C/C++ from Python

* Legacy libraries are written in C/C++ and Fortran
— Run faster

— Rewriting doesn’t make sense

* Luckily there are many ways to call between the languages

Python C/C++ glue technology Description

ctypes A foreign function library for Python.

Cython A superset of the Python language that additionally supports calling C functions
and declaring C types on variables and class attributes.

SWIG A software development tool that connects programs written in C and C++
with a variety of high-level programming languages including Python.

CFFl Foreign Function Interface for Python calling C code.

PyQt/PySide and SIP SIP is a tool that makes it easy to create Python bindings for C and C++ libraries.

Boost.Python A C++ library which enables seamless interoperability between C++ and the

Python programming language.

EE—: Rogyeque © 2017 Rogue Wave Software, Inc. All Rights Reserved. 23
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Python without Filtering

No viewing of Python data & code

(Control)

Processes & Threads %
o0 |==
Description | Members |
¥ python2.7-dbg (S3) pL
w [l Breakpoint p1 | e}
7
v fact pll
9
11 pL1 10
14
16 }
19
20}
24
Select process or thread attributes to group by: 0
[] Control Group I 30
31
[¥] Share Group 32 }

{

£
if (n < ©){ /* This should probably return an error, but this is simpler */

}

act(

r

n {

eturn ©;

(n==0) {

.

r

eturn 1;
{

eturn n * fact(n-1);

getsquare(int n) {
return n * n;

square_array(std: :vector< std::vector <

(

'ge(square(myArray[l] 6N

i<3; i++)
(int j=e; j<2; j++)
printf("[ d

> > myArray)

", i, 3, myarray[i1[31);

fact

_wrap_fact

PyCFunctiop

val_EvalFrameEx
fast_function
call_function
PyEval_EvalFrameEx
PyEval_EvalCodeEx
PyEval_EvalCode
run_mod

PyRun_FileExFlags

Run_SimpleFileExFlag:

v Arguments

0x00000003 (3)

Action Points % | Command Line % | Logger % | Replay

* N

Thread 1.1 has appeared
Created process 1 (14759), named "python2.7-dbg"
Thread 1.1 has appeared

Thread 1.1 has exited

Thread 1.1 hit breakpoint 1 at line 6 in "fact(int)"

> std
disabled

| Type | Value

[Add New Expression]

=Rogue

3

Wave
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Showing C code with mixed data

Glue code ﬁltered out - Python data available for viewing

Group (C:

T
W StartPage % | pytonc % | tx_python_exampie.c * | test python_to_Cipy % Call Stack * | Lookup File or Function %
® 206 =
‘ @ fact
Description Members | . ampl
i @D _wrap_fact
¥ python2.7-dbg (S3) p1
fact(int n) {
v W Breakpoint p1 | 5| if (n < ©){ /* This should probably return an error, but this is simpler */ @  getFact
7 return o;
v fact pll 3} @  <module>
9 (n=0) {
11 pL1 10 return 1; t_main
: Shows Python & C++
¢ Oows on
14 return n * fact(n-1);
}
16}
getsquare(int n) {
¥
Select process of thread attributes to group by: square_array(std: :vector< std::vector < > > myArray)
{
[] Control Group l 24 ( ; i+s) -
25 ( 2; j++ Name Type Value
) Share Group 26 myArray[1][i] = getSquare(myArray[i][31);
v Arguments
= ( Cieey n int 0x00000003 (3)
30 J<2: +d)
Action Points % ‘ Command Line % ‘ Logger % | Replay x NS Data View %
D Type Stop Location Line v || name Type Value
v 1 IETETE  Process | tx_python_example.c 6 n int 0x00000003 (3)

aa int 0x0000000000000003 (3) 4* C++ data

ab int 0x000000000000000a (10) \
[Add New Expression] . Py d at a

EE RoguewvaA\(eE © 2017 Rogue Wave Software, Inc. All Rights Reserved. 25



Python with filtering

Python code available - Program counter shows calling location

File Edit Group Process Thread ActionPoints Bookmarks Debug Window Help

Group (Conts

Processes & Threads %

Start Page * | aython.c % ‘ Ix_python_example.c % | test_python_to_C.py * | _python_example_wrap.cxx % | Call Stack % ‘ Lookup File or Function %

00 ==

#1/usr/bin/python

tion Members def getFact(int_arg):

D:s‘:wmu_dbg - = import _tx_python_example
# Test some locals

v W Breakpoint Pl : =2
v fact pL1 N
ch = "local string"
“ ) pi = 3.14150

long_var = 2.5

true_bool var = True
false_bool var = False
noType = None

cx = complex(2,-1)

return _tx_python_example.fact(a)
—_hame__ ' _main__':

b=2

result = getFact(b)

print result

Select process or thread attributes to group by:

fact

_wrap_fact

@ oetFact

<module>
__libe_start_main

Name Type

v Arguments

int_arg int 0x0000000000000002 (2)

[ Cankrol Group [ _tx_python_example  module Ox7f3eec118338 -> (PyModuleObject)

| Share Grou

i a int 0x0000000000000003 (3)

IE' b int 0x000000000000000a (10)
£.0000000000000004 (121

Action Points % | Command Line % ‘ Logger * [ Replay Bookmarks % Data View %

D Type Stop. Location Line Name Type Value
v 1 [IETE Process | tx_python_example.c 6 aa int 0x0000000000000003 (3)

[Add New Expression]

=Rog

eWave
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Debug Fission — Split Dwart Support

Debug Information takes up a lot of Space

* Line and symbol information generally represented in DWARF format
— Allows us to show the source code and locate variables

— The larger and more complex the code, the more data is needed

to represent 1t. This can grow to GB’s in size

* DebugFission SplitDwarf, gdb index, dwz methods of dealing with

this are now all supported.

EE Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Using TotalView



Using TotalView

For HPC we have two methods to start the debugger

The ‘classic’ method
— totalview —args mpiexec —np 512 ./myMPIprog myargl
myarg?2
— This will start up TotalView on the parallel starter (mpiexec,
srun, runjob, etc) and when you hit ‘Go’ the job will start up
and the processes will be automatically attached. At that
point you will see your source and can set breakpoints.
* Some points to consider...
— You don’t see your source at first, since we’re ‘debugging’ the
mpi starter
— Some MPI’s don’t support the process acquistion method
(most do, but might be stripped of symbols we need when
packaging)
— In general more scalable than the next method...

:_:_:: Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Starting TotalView

The ‘indirect’ method
Simply ‘totalview’ or ‘totalview myMPIprog’ and then you can choose a parallel
system, number of tasks, nodes, and arguments to the program.

. . X/ TotalView for HPC: Parallel Program Session
« With th'1s me‘fhod the program = " Bewele] Preeei Seaa
source is available o
. . o DETAILS Session Name: ‘ _"l 5]
immediately
* Less dependent on MPI starter o Paralel Systen
. REQUIRED
SymbOlS o ) i Name: | BlueGeneQ-Cobalt ll
* May not be as scalable as 2 e Faralel Sstings
some ‘indirect’ methods Tasks Cre |
Additional
launch a debug server per Starter
Arguments:
process
‘“When you are ready,
press Mext to
continue. Help Frevious MNext Start Session Cancel

EE Rogyewave © 2017 Rogue Wave Software, Inc. All Rights Reserved. 30
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The New Ul for HPC

* MPI debugging with the new Ul requires starting in ‘classic’ mode with the -newUI
argument
totalview —newUI —args mpiexec —np 4 ./cpi

» Python debugging support stack transform only in newUI

mpiexec<cpig4>.0 - Rank 0, Thread 0.1 (Stopped) - TotalView for HPC 2016

Fle Edt Goup Process Tnread ActionPoints Debug Window Help

D ©

PR - |

mypi, pi, h, sum, x;
2 startutine = 0.0, endwtime;
nt namelen;
Processor_fane [NP1_MAX_PROCESSOR NAME];

Se1d myfierd;
21 WPT_Tni (Rar g Bnrqu),

28 MPT_Conn_size(MPI_COMM_WORLD, &hUmprocs ) ;
20 MPT_Conn_rank(MPT_COMM_WORLD, &my1d) ;
0 WPI_Get_processor_nane (processor_nane, ananelen) ;
22 forinct(scderr, o A,

yid, provessor_name);

ayfield.x = myid + 1;
myfield.y = myfield.x * 2
Y Tield value = myfield.x © przsor;

#T ¥ Members

22 1
32 1
a2 1
52 1
62 1

12
1

0112
02
12
22
32
42

Thread 12.2 has exited
Thread 13.2 has appeared
Thread 13.1 has appeared

g oL 2
breakpo: ine 35 in "main"
breakpoin
breakpoin
Thread 8.1 hit breakpoine

Thread 0.3 hit breakpoint 3
Bt 9 5 (s (s

Thread 6.2 it breakpoint
Thread 5.1 hit breakpoint
Thread 4.1 hit breakpoint
Thread 3.1 hit breakpoint
Thread 2.1 hit breakpoint
Thread 1.1 stopped: Stop
Thread 1.2 stopped: Stop
Thread 1.1 stopped: Stop

Frame: main

= RogueWave
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20 n=o;
a0 while' (1done)
a2 (myid &
€
ner(vent n n main
ne(’ n
fibe_start_main

a8 (n — e
50 startwtine = WPT_wtine(); _start
52 L, MPI_INT, 0, MPI_COMM_WORLD);
53
54
57 7 (dousle) m;
58
Command Line % | Logger % Lookup File or Function %

What do you want to look for?

Files ® Fun

jons
File or Function Name:

n

Matching Items: Found 50 matching resuits

con
teon

LMIN

h

] Display full path information

Name. Type | Value
myfield st (struct Field)
x foat 1
y foat 2
value do.. 314150265358979
myfield value do..  314159265358979
[Add New Expression]

)2017 Rogue Wav,
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Using TotalView at Argonne

* Modules available on Theta, Vesta, Mira
— module load totalview
* Memory Debugging on BG\Q and Cray should link against the agent, either static or dynamically
— BG/Q:
* -L<path>-WIl,@<path>/tvheap bggs.ld #static
* -L<path> -ltvheap 64 —WI,-rpath,<path> #dynamic
— Cray:
* -L<path> -Itvheap cnl # static
* -L<path> -ltvheap cnl —-WI,-rpath,<path> #dynamic

— <path> = Path to platform specific TV lib
export TVLIB=/soft/debuggers/totalview-2017-07-26/toolworks/totalview.2017.2.10/linux-x86-64/1ib

— Substitute linux-power on BlueGene

_=_= Roguewave © 2017 Rogue Wave Software, Inc. All Rights Reserved. 32
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Job Control at Argonne

TotalView can be run on simple serial programs on login nodes (though

maybe not the preferred method)

MPI jobs require an allocation, either an interactive session (qsub —I) or

through a batch script that creates an interactive session.

Tvscript and memscript can be run totally in batch.

Examples will be provided (After I confirm they work!)

:_:E Rogueque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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And that’s all...

* See me for demos of particular features or to try TotalView on your

code

EE Roguewave © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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Our products and services

Klocwork On-the-fly static code analysis for app security SourcePro OS, database, network, and analysis
abstraction for C++

CodeDynamics Commercial dynamic analysis Visualization Real-time data visualization at scale

OpenLogic Support Enterprise-grade SLA support
£ PV-WAVE Visual data analysis

OpenLogic Audits Detailed open source license and

security risk guidance IMSL Numerical Libraries Scalable math and

statistics algorithms
TotalView for HPC Scalable debugging HydraExpress SOA/C++ modernization framework

Zend Server Enterprise PHP app server

HostAccess Terminal emulation for Windows
Zend Studio PHP IDE

Zend Guard PHP encoding and obfuscation Stingray MFC GUI components

:—:E—: Rogyeque © 2017 Rogue Wave Software, Inc. All Rights Reserved.
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