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1. Why Reproducibility? 

2. Definitions and Framing 

3. Tools and Cyberinfrastructure Solutions 

4. Imagining a Reproducible Scholarly Record



Unpacking Reproducibility



Merton’s Scientific Norms (1942)
Communalism: scientific results are the common property of the 
community. 

Universalism: all scientists can contribute to science regardless 
of race, nationality, culture, or gender. 

Disinterestedness: act for the benefit of a common scientific 
enterprise, rather than for personal gain. 

Originality: scientific claims contribute something new 

Skepticism: scientific claims must be exposed to critical scrutiny 
before being accepted.



Skepticism -> Reproducibility

• Skepticism requires that the claim 
can be independently verified, 

• This in turn requires transparency 
in the communication of the 
research process. 

• Instantiated by Robert Boyle and 
the Transactions of the Royal 
Society in the 1660’s.



The Impact of Technology 
1.  Big Data / Data Driven Discovery: high 
dimensional data, p >> n, 

2.  Computational Power: simulation of the 
complete evolution of a physical system, 
systematically varying parameters, 

3.  Deep intellectual contributions now encoded 
only in software. 

Claim 1: Virtually all published discoveries today 
have a computational component. (is Data Science 
all science?) 

Claim 2: There is a mismatch between the 
traditional scientific process and computation, 
leading to reproducibility concerns.

The software contains “ideas  
that enable biology...” 
Stories from the Supplement, 2013



Parsing Reproducibility
“Empirical Reproducibility” 

“Statistical Reproducibility” 

“Computational Reproducibility” 

V. Stodden, IMS Bulletin (2013)



Empirical Reproducibility

http://nas-sites.org/ilar-roundtable/roundtable-activities/reproducibility


Statistical Reproducibility
• False discovery, p-hacking (Simonsohn 2012), file drawer problem, 

overuse and mis-use of p-values, lack of multiple testing adjustments. 

• Low power, poor experimental design, nonrandom sampling,  

• Data preparation, treatment of outliers, re-combination of datasets, 
insufficient reporting/tracking practices, 

• inappropriate tests or models, model misspecification, 

• Model robustness to parameter changes and data perturbations, 

• Investigator bias toward previous findings; conflicts of interest. 

• …



Response: Science 2014
In January 2014 Science enacted new manuscript submission 
requirements: 

• a “data-handling plan” i.e. how outliers will be dealt with, 

• sample size estimation for effect size, 

• whether samples are treated randomly, 

• whether experimenter blind to the conduct of the experiment. 

Also added statisticians to the Board of Reviewing Editors.



Computational Reproducibility
Traditionally two branches to the scientific method: 

• Branch 1 (deductive): mathematics, formal logic, 

• Branch 2 (empirical): statistical analysis of controlled experiments. 

Now, new branches due to technological changes? 

• Branch 3,4? (computational): large scale simulations / data driven 
computational science. 

Argument: computation presents only a potential third/fourth branch 
of the scientific method (Donoho et al 2009).



“It is common now to consider 
computation as a third branch of science, 

besides theory and experiment.”

“This book is about a new, fourth paradigm for 

“This book is about a new, fourth 
paradigm for science based on 

data-intensive computing.” 



The Ubiquity of Error
The central motivation for the scientific method is to root out 
error: 

• Deductive branch: the well-defined concept of the proof,  

• Empirical branch: the machinery of hypothesis testing, 
appropriate statistical methods, structured 
communication of methods and protocols. 

Claim: Computation presents only a potential third/fourth 
branch of the scientific method (Donoho, Stodden, et al. 
2009), until the development of comparable standards.



Really Reproducible Research
“Really Reproducible Research” (1992) inspired by Stanford 
Professor Jon Claerbout:  

“The idea is: An article about computational science in a 
scientific publication is not the scholarship itself, it is merely 
advertising of the scholarship. The actual scholarship is the 
complete ... set of instructions [and data] which generated the 
figures.” David Donoho, 1998 

Note the difference between: reproducing the computational 
steps and, replicating the experiments independently including 
data collection and software implementation. (Both required)



Why Reproducibility?
1. Scientific verifiability, but also: 

2. The concept of Reproducibility naturally integrates data, code, 
workflows, and other scholarly artifacts into the scholarly record. 

3. Researchers understand the idea of making their results 
reproducible. 

4. Opportunity: Convergence of two (ordinarily antagonistic) trends. 

➡ Scientific projects will become massively more computing intensive 

➡ Scientific computing dramatically more transparent



Converging Trends

The two trends need to be addressed simultaneously:  

Better transparency will allow people to run much more 
ambitious computational experiments.  

And better computational experiment infrastructure will 
allow researchers to be more transparent.



Looking ahead..

We imagine a major effort to develop a new infrastructure 
that promotes good scientific practice downstream like 
transparency and reproducibility. 

But plan for people to use it not out of ethics or hygiene, 
but because this is a corollary of managing massive 
amounts of computational work.  

Enables efficiency and productivity, and discovery.



Where Could We Be?
Show a table of effect sizes and p-values in all phase-3 clinical trials for 
Melanoma published after 1994; 

Name all of the image denoising algorithms ever used to remove white noise 
from the famous “Barbara” image, with citations; 

List all of the classifiers applied to the famous acute lymphoblastic leukemia 
dataset, along with their type-1 and type-2 error rates; 

Create a unified dataset containing all published whole-genome sequences 
identified with mutation in the gene BRCA1; 

Randomly reassign treatment and control labels to cases in published clinical 
trial X and calculate effect size. Repeat many times and create a histogram of 
the effect sizes. Perform this for every clinical trial published in the year 2003 
and list the trial name and histogram side by side. Donoho and Gavish 2012



Example: Cancer Research
Introduced in Golub et al: “Molecular classification of 
cancer: class discovery and class prediction by gene 
expression monitoring” (1999): “cancer classification 
based on gene expression monitoring by DNA microarrays 
is described and applied to human acute leukemias [to] 
discover the distinction between acute myeloid leukemia 
(AML) and acute lymphoblastic leukemia (ALL)”  

With Xiaomian Wu and April Tang, we carried out the third 
scholarly record query.  



ALL/AML Query
We wanted:  

➡ A list of all classifiers applied to the Golub dataset;  

➡ A comparison of their misclassification rates.  

A literature search produced 30 articles, but they did not 
give comparable misclassification rates.  

Our next step was to create the table of misclassification 
rates. We identified 5 articles for which this seemed 
possible. 



Lack of Comparability
We obtained the original Golub data. We hoped to apply 
the various machine learning algorithms from the 
literature, in the 5 cases we identified.  

We found that the articles implemented (at least) three 
steps, each varying from one article to the next:  

1. data preprocessing,  

2. feature selection,  

3. application of machine learning algorithm. 





Comparisons Difficult..
Hard to synthesize (200+ student hours)  

Many points of variability: starting dataset; preprocessing steps; feature 
selection methods; algorithm choice; tuning of algorithm, model validation 
steps…  

Details not well-captured in the traditional article… 

Would be easier if:  

•  there was prior agreement on the dataset,  

•  prior agreement on hold-out data for testing,  

•  full disclosure of feature selection steps,  

•  full disclosure of algorithm application and parameter tuning. 



Infrastructure as Solution
Idea: Adapt the “Common Task Framework”:  

1. Agreement on datasets prior to analysis, conferences around those 
datasets,  

2. Hold-out data held by a neutral third party, not seen by researchers,  

3. Researchers distinguish and specify feature selection and preprocessing 
vs learning algorithm application,  

4. Send code to the third party who returns your misclassification rate on the 
test data.  

Note: training data and code/algorithm shared.  

Infrastructure that supports the computational experiments can facilitate the 
comparison not only of the results, but the workflows that generated the results.



Interlude: A Brief History of 
Computational Reproducibility



Community Responses
Declarations and Documents: 

‣ Yale Declaration 2009 

‣ ICERM 2012 

‣ XSEDE 2014



Setting the Default to Open



Government Mandates

• OSTP 2013 Open Data and Open Access Executive 
Memorandum; Executive Order. 

• “Public Access to Results of NSF-Funded Research” 

• NOAA Data Management Plan, Data Sharing Plan 

• NIST “Common Access Platform” 

• …

http://www.nsf.gov/news/special_reports/public_access/


Federal Agencies



Fostering Integrity in Research
RECOMMENDATION SIX: Through their policies and 
through the development of supporting 
infrastructure, research sponsors and science, 
engineering, technology, and medical journal and 
book publishers should ensure that information 
sufficient for a person knowledgeable about the 
field and its techniques to reproduce reported 
results is made available at the time of 
publication or as soon as possible after publication. 

RECOMMENDATION SEVEN: Federal funding agencies and other 
research sponsors should allocate sufficient funds to enable the long-
term storage, archiving, and access of datasets and code 
necessary for the replication of published findings. 

Fostering Integrity in Research, National Academies of Sciences, Engineering, and Medicine, 2017 

https://www.nap.edu/catalog/21896/fostering-integrity-in-research
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INSIGHTS   |   POLICY FORUM

By Victoria Stodden,1  Marcia McNutt,2  

David H. Bailey,3  Ewa Deelman,4  Yolanda 

Gil,4  Brooks Hanson,5  Michael A. Heroux,6  

John P.A. Ioannidis,7  Michela Taufer8

O
ver the past two decades, computa-

tional methods have radically changed 

the ability of researchers from all areas 

of scholarship to process and analyze 

data and to simulate complex systems. 

But with these advances come chal-

lenges that are contributing to broader con-

cerns over irreproducibility in the scholarly 

literature, among them the lack of transpar-

ency in disclosure of computational methods. 

Current reporting methods are often uneven, 

incomplete, and still evolving. We present a 

novel set of Reproducibility Enhancement 

Principles (REP) targeting disclosure chal-

lenges involving computation. These recom-

mendations, which build upon more general 

proposals from the Transparency and Open-

ness Promotion (TOP) guidelines (1) and 

recommendations for field data (2), emerged 

from workshop discussions among funding 

agencies, publishers and journal editors, in-

dustry participants, and researchers repre-

senting a broad range of domains. Although 

some of these actions may be aspirational, 

we believe it is important to recognize and 

move toward ameliorating irreproducibility 

in computational research.

Access to the computational steps taken 

to process data and generate findings is 

as important as access to data themselves. 

Computational steps can include informa-

tion that details the treatment of outliers 

and missing values or gives the full set of 

model parameters used. Unfortunately, re-

porting of and access to such information 

is not routine in the scholarly literature (3). 

Although independent reimplementation of 

an experiment can provide important sci-

entific evidence regarding a discovery and 

is a practice we wish to encourage, access 

to the underlying software and data is key 

to understanding how computational re-

sults were derived and to reconciling any 

differences that might arise between inde-

pendent replications (4). We thus focus on 

the ability to rerun the same computational 

steps on the same data the original authors 

used as a minimum dissemination standard 

(5, 6), which includes workflow information 

that explains what raw data and intermedi-

ate results are input to which computations 

(7). Access to the data and code that under-

lie discoveries can also enable downstream 

scientific contributions, such as meta-anal-

yses, reuse, and other efforts that include 

results from multiple studies.

RECOMMENDATIONS

Share data, software, workflows, and details 

of the computational environment that gener-

ate published findings in open trusted reposi-

tories. The minimal components that enable 

independent regeneration of computational 

results are the data, the computational steps 

that produced the findings, and the workflow 

describing how to generate the results using 

the data and code, including parameter set-

tings, random number seeds, make files, or 

function invocation sequences (8, 9).

Often the only clean path to the results 

is presented in a publication, even though 

many paths may have been explored. To min-

imize potential bias in reporting, we recom-

mend that negative results and the relevant 

spectrum of explored paths be reported. This 

places results in better context, provides a 

sense of potential multiple comparisons in 

the analyses, and saves time and effort for 

other researchers who might otherwise ex-

plore already traversed, unfruitful paths.

Persistent links should appear in the pub-

lished article and include a permanent iden-

tifier for data, code, and digital artifacts upon 

which the results depend. Data and code un-

derlying discoveries must be discoverable 

from the related publication, accessible, and 

reusable. A unique identifier should be as-

signed for each artifact by the article pub-

lisher or repository. We recommend digital 

object identifiers (DOIs) so that it is possible 

to discover related data sets and code through 

the DOI structure itself, for example, using a 

hierarchical schema. We advocate sharing 

digital scholarly objects in open trusted re-

positories that are crawled by search engines. 

Sufficient metadata should be provided for 

someone in the field to use the shared digi-

tal scholarly objects without resorting to 

contacting the original authors (i.e., http://

bit.ly/2fVwjPH). Software metadata should 

include, at a minimum, the title, authors, 

version, language, license, Uniform Resource 

Identifier/DOI, software description (includ-

ing purpose, inputs, outputs, dependencies), 

and execution requirements.

To enable credit for shared digital scholarly 

objects, citation should be standard practice. 

All data, code, and workflows, including soft-

ware written by the authors, should be cited 

in the references section (10). We suggest that 

software citation include software version in-

formation and its unique identifier in addi-

tion to other common aspects of citation.

To facilitate reuse, adequately document 

digital scholarly artifacts. Software and data 

should include adequate levels of documenta-

tion to enable independent reuse by someone 

skilled in the field. Best practice suggests that 

software include a test suite that exercises the 

functionality of the software (10).

Use Open Licensing when publishing digi-

tal scholarly objects. Intellectual property 

laws typically require permission from the 

authors for artifact reuse or reproduction. 

As author-generated code and workflows 

fall under copyright, and data may as well, 

we recommend using the Reproducible Re-

search Standard (RRS) to maximize utility to 

the community and to enable verification of 

findings (11). The RRS recommends attribu-

tion-only licensing, e.g., the MIT License or 

the modified Berkeley Software Distribution 

(BSD) License for software and workflows; 

the Creative Commons Attribution (CC-BY) 

license for media; and public domain dedica-

tion for data. The RRS and principles of open 

licensing should be clearly explained to au-

thors by journals, to ensure long-term open 

access to digital scholarly artifacts.

REPRODUCIBILITY

Enhancing reproducibility 

for computational methods

Data, code, and workflows should be available and cited

1University of Illinois at Urbana-Champaign, Champaign, IL 
61801, USA. 2National Academy of Sciences, Washington, DC 
20418, USA. 3University of California, Davis, CA 95616, USA. 

4University of Southern California, Los Angeles, CA 90007, 
USA. 5American Geophysical Union, Washington, DC 20009, 
USA. 6Sandia National Laboratories, Avon, MN 56310, USA. 

7Stanford University, Stanford, CA 94305, USA. 8University of 
Delaware, Newark, DE 19716, USA. Email: vcs@stodden.net
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RECOMMENDATION 1: To facilitate reproducibility, share the data, 
software, workflows, and details of the computational environment 
in open repositories. 

RECOMMENDATION 2: To enable discoverability, persistent links 
should appear in the published article and include a permanent 
identifier for data, code, and digital artifacts upon which the results 
depend. 

RECOMMENDATION 3: To enable credit for shared digital scholarly 
objects, citation should be standard practice. 

RECOMMENDATION 4: To facilitate reuse, adequately document 
digital scholarly artifacts.

Reproducibility Enhancement 
Principles



Reproducibility Enhancement 
Principles

RECOMMENDATION 5: Journals should conduct a 
Reproducibility Check as part of the publication process and 
enact the TOP Standards at level 2 or 3. 

RECOMMENDATION 6: Use Open Licensing when publishing 
digital scholarly objects. 

RECOMMENDATION 7: To better enable reproducibility 
across the scientific enterprise, funding agencies should 
instigate new research programs and pilot studies.



TOP Standards



Funding Agencies



Journal Data and Code 
Sharing Policies

Source: Stodden, Guo, Ma (2013) PLoS ONE, 8(6)

 Data 
2011

Data
2012

 Code 
2011

Code
2012

Required as condition of publication, 
barring exceptions 10.6% 11.2% 3.5% 3.5%

Required but may not affect editorial 
decisions 1.7% 5.9% 3.5% 3.5%

Encouraged/addressed, may be reviewed 
and/or hosted 20.6% 17.6% 10% 12.4%

Implied 0% 2.9% 0% 1.8%

No mention 67.1% 62.4% 82.9% 78.8%

Source: Stodden, Guo, Ma (2013) PLoS ONE, 8(6)



“ezDMP”
NSF funded project to provide structured guidance for a 
second generation data management plan. 

EAGER: Collaborative Proposal: Supporting Public Access 
to Supplemental Scholarly Products Generated from Grant 
Funded Research (2016). 

Helen M. Berman, Rutgers 
Kerstin Lehnert, Columbia 
Victoria Stodden, UIUC 
Maggie Gabanyi, Rutgers 
Vicki Ferrini, Columbia



exDMP Progress
• Examined selected data management plans to understand 

gaps, successes, and patterns of use in IEDA DMP Tool  

• Reviewed the patterns exhibited by DMP creators using 
the IEDA DMP Tool 

• GEO (under the lead of K. Lehnert & V. Ferrini) 

• BIO (under the lead of H. Berman) 

• SBE, MPS (under the lead of V. Stodden) 

• Implement into IEDA (“ezDMP”)





Infrastructure Innovations

Taverna Wings Pegasus CDE binder.org
Kurator Kepler Everware Reprozip

ResearchCompendia.org DataCenterHub RunMyCode.org ChameleonCloud
Occam RCloud TheDataHub.org Madagascar

Wavelab Sparselab

Verifiable Computational Research SHARE Code Ocean Jupyter
knitR Sweave Cyverse NanoHUB

Collage Authoring Environment SOLE Open Science Framework Vistrails
Sumatra GenePattern IPOL Popper
Galaxy torch.ch Whole Tale flywheel.io

Research Environments

Dissemination Platforms

Workflow Systems

http://www.taverna.org.uk/
http://www.wings-workflows.org/
https://pegasus.isi.edu/
http://www.pgbovine.net/cde.html
http://binder.org
http://wiki.datakurator.org/wiki/
https://kepler-project.org/
https://github.com/everware
http://cds.nyu.edu/projects/reprozip/
http://ResearchCompendia.org
https://datacenterhub.org/about
http://RunMyCode.org
https://www.chameleoncloud.org/
https://occam.cs.pitt.edu/
http://rcloud.social/index.html
http://TheDataHub.org
http://www.ahay.org/wiki/Package_overview
http://stat.stanford.edu/~wavelab
http://sparselab.stanford.edy
http://vcr.stanford.edu/
http://www.sciencedirect.com/science/article/pii/S1877050911001207
http://www.codeocean.com
http://jupyter.org/
https://yihui.name/knitr/
https://cran.r-project.org/
http://www.cyverse.org/
https://nanohub.org/
https://www.elsevier.com/about/press-releases/research-and-journals/special-issue-computers-and-graphics-incorporates-executable-paper-grand-challenge-winner-collage-authoring-environment
https://osf.io/ns2m3/
https://osf.io/
https://www.vistrails.org/index.php/Main_Page
https://pypi.python.org/pypi/Sumatra
http://software.broadinstitute.org/cancer/software/genepattern/
http://www.ipol.im/
https://github.com/systemslab/popper
https://galaxyproject.org/
http://torch.ch
http://wholetale.org/
http://flywheel.io


Conclusions: Three Principles 
for Computational Infrastructure

1. Supporting scientific norms: Not only should CI enable new discoveries, 
but it should also permit others to reproduce the computational findings, 
reuse and combine digital outputs such as datasets and code, and 
facilitate validation and comparisons to previous findings. 

2. Supporting best practices in science: CI in support of science should 
embed and encourage best practices in scientific research and 
discovery. 

3. Taking a holistic approach to CI: The complete end-to-end research 
pipeline should be considered to ensure interoperability and the 
effective implementation of 1 and 2. 

See Stodden, Miguez, Seiler, “ResearchCompendia.org: Cyberinfrastructure for 
Reproducibility and Collaboration in Computational Science” CiSE 2015 





Cyberinfrastructure



Infrastructure Solutions

Taverna Wings Pegasus CDE binder.org
Kurator Kepler Everware Reprozip

ResearchCompendia.org DataCenterHub RunMyCode.org ChameleonCloud
Occam RCloud TheDataHub.org Madagascar

Wavelab Sparselab

Verifiable Computational Research SHARE Code Ocean Jupyter
knitR Sweave Cyverse NanoHUB

Collage Authoring Environment SOLE Open Science Framework Vistrails
Sumatra GenePattern IPOL Popper
Galaxy torch.ch Whole Tale flywheel.io

Research Environments

Dissemination Platforms

Workflow Systems

http://www.taverna.org.uk/
http://www.wings-workflows.org/
https://pegasus.isi.edu/
http://www.pgbovine.net/cde.html
http://binder.org
http://wiki.datakurator.org/wiki/
https://kepler-project.org/
https://github.com/everware
http://cds.nyu.edu/projects/reprozip/
http://ResearchCompendia.org
https://datacenterhub.org/about
http://RunMyCode.org
https://www.chameleoncloud.org/
https://occam.cs.pitt.edu/
http://rcloud.social/index.html
http://TheDataHub.org
http://www.ahay.org/wiki/Package_overview
http://stat.stanford.edu/~wavelab
http://sparselab.stanford.edy
http://vcr.stanford.edu/
http://www.sciencedirect.com/science/article/pii/S1877050911001207
http://www.codeocean.com
http://jupyter.org/
https://yihui.name/knitr/
https://cran.r-project.org/
http://www.cyverse.org/
https://nanohub.org/
https://www.elsevier.com/about/press-releases/research-and-journals/special-issue-computers-and-graphics-incorporates-executable-paper-grand-challenge-winner-collage-authoring-environment
https://osf.io/ns2m3/
https://osf.io/
https://www.vistrails.org/index.php/Main_Page
https://pypi.python.org/pypi/Sumatra
http://software.broadinstitute.org/cancer/software/genepattern/
http://www.ipol.im/
https://github.com/systemslab/popper
https://galaxyproject.org/
http://torch.ch
http://wholetale.org/
http://flywheel.io


The Whole Tale project seeks to leverage & contribute to existing 
cyberinfrastructure and tools to support the whole research story, and provide 
access to data and computing power.

➡ Integrate tools to simplify usage and promote best practices

B. Ludaescher, K. Chard, N. Gaffney, M. B. Jones, J. Nabrzyski, V. Stodden, M. Turk
NSF CC*DNI DIBBS awarded 2016: 5 Institutions for 5 Years ($5M total)

“Whole Tale” Project

http://wholetale.org/


Expose existing digital resources to researchers
… through popular frontends (Jupyter, RStudio, ..)  

Develop necessary “software glue” 
… for seamless access to different CI-backend capabilities 

Enhance conceptualization-to-publication lifecycle 
… by empowering scientists to create computational 
narratives in their usual programming environments

Embed reproducibility and best/better practices in 
the digital research environment 

Whole Tale Project Goals



(1) Whole Tale ⬄ Whole 
Story:
Support (computational & 
data) scientists along the 
complete research 
lifecycle from experiment 
to publication and back!

(2) Whole Tale ⬄ Long Tail 
of Science 

Whole Tale: What’s in a Name?

image from Ferguson et al. 2014 doi:10.1038/nn.3838

http://www.nature.com/neuro/journal/v17/n11/full/nn.3838.html


“Tales”
“Tales” are the final research output from a project, capturing the 
complete provenance of a particular activity within the system:  

• capture full provenance of an analysis recorded transparently, 

• easily shared with others,  

• publishable in repositories,  

• associated with persistent identifiers,  

• linked to publications,  

• execute in the same state as it was when first published, 

• acts as a starting point for research.



Danger: A Distributed 
Scholarly Record

Currently there is a distribution of largely unconnected 
scholarly objects in various repositories, with different 
ownership structures. 

Some repositories are institutional or federally funded, 
some are owned by publishers e.g. figshare, Mendeley.





Background: Open Source 
Software

• Innovation: Open Licensing 

➡ Software with licenses that communicate alternative terms of use 
to code developers, rather than the copyright default. 

• Hundreds of open source software licenses: 

- GNU Public License (GPL) 

- (Modified) BSD License 

- MIT License 

- Apache 2.0 License 

- ... see http://www.opensource.org/licenses/alphabetical

http://www.opensource.org/licenses/alphabetical


The Reproducible Research 
Standard

The Reproducible Research Standard (RRS) (Stodden, 2009) 

• A suite of license recommendations for computational 
science: 

• Release media components (text, figures) under CC BY, 

• Release code components under Modified BSD or similar, 

• Release data to public domain or attach attribution license. 

➡  Remove copyright’s barrier to reproducible research and, 

➡  Realign the IP framework with longstanding scientific norms.



Querying the Scholarly Record
• Show a table of effect sizes and p-values in all phase-3 clinical trials for 

Melanoma published after 1994; 

• Name all of the image denoising algorithms ever used to remove white 
noise from the famous “Barbara” image, with citations; 

• List all of the classifiers applied to the famous acute lymphoblastic 
leukemia dataset, along with their type-1 and type-2 error rates; 

• Create a unified dataset containing all published whole-genome 
sequences identified with mutation in the gene BRCA1; 

• Randomly reassign treatment and control labels to cases in published 
clinical trial X and calculate effect size. Repeat many times and create a 
histogram of the effect sizes. Perform this for every clinical trial published 
in the year 2003 and list the trial name and histogram side by side.

Courtesy of Donoho and Gavish 2012



Cyberinfrastructure Goals

• minimize time commitment by the user for both 
learning and using the CI, 

• automate as much of the discovery and dissemination 
process as possible, 

• facilitate queries across the scholarly record, 

• capture all information needed to assess the findings.



Open Questions
• Who funds and supports CI? 

• Who owns data, code, and research outputs? 

• Who controls access and gateways? 

• What are community standards around documentation, 
citation standards, best practices? Who enforces? 

• Citation of CI? What are the incentives? What should 
they be?


